![Medeniyet Ãniversitesi](data:image/png;base64,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)

**MÜHENDİSLİK VE DOĞA BİLİMLERİ FAKÜLTESİ**

**BİLGİSAYAR MÜHENDİSLİĞİ BÖLÜMÜ**

**NLP DERSİ FİNAL PROJESİ**

**Haber Sınıflandırma**

**NLP Final Projesi**

Kadir Kartal-22120205079

**Ders Sorumlusu**

Dr. Öğr. Üyesi Muhammet Sinan BAŞARSLAN

Mayıs, 2025

İstanbul Medeniyet Üniversitesi, İstanbul

# İÇİNDEKİLER

**Sayfa No**

[İÇİNDEKİLER i](#_heading=h.2et92p0)

[ÖZET ii](#_heading=h.2s8eyo1)

[1.](#_heading=h.17dp8vu) GİRİŞ 3

[2.](#_heading=h.26in1rg) LİTERATÜR TARAMA/İLGİLİ ÇALIŞMALAR 4

[3.](#_heading=h.35nkun2) MATERYAL METOD 5

[3.1 Metin Temsili 5](#_heading=h.1ksv4uv)

[3.2 Veri Seti 5](#_heading=h.3j2qqm3)

3.3 Makine Öğrenimi 5

3.4 Deneysel Kurulum 5

3.4.1. Performans Metrikleri 6

[4.](#_heading=h.1ci93xb) Deneysel Kurulum ve Sonuçlar 7

[5.](#_heading=h.ihv636) SONUÇ VE TARTIŞMA 8

[6. KAYNAKÇA 9](#_heading=h.32hioqz)

# 

# ÖZET

Bu çalışmada, Türkiye’nin popüler e-ticaret platformu Trendyol’dan toplanan ürün yorumları kullanılarak duygu analizi gerçekleştirilmiştir. Veri seti, yorumların metin içeriklerini ve kullanıcıların verdiği yıldız puanlarını içermektedir. Yorumlar, 1 ve 2 yıldızlar “olumsuz”, 3 yıldız “nötr”, 4 ve 5 yıldızlar ise “olumlu” olarak üç sınıfa ayrılmıştır. Metinlerin sayısal temsili için TF-IDF (Term Frequency-Inverse Document Frequency) yöntemi uygulanmış, gereksiz kelimelerden arındırmak için Türkçe stopword listesi kullanılmıştır. Sınıflandırma modeli olarak Multinomial Naive Bayes algoritması tercih edilmiş ve veri %10 eğitim, %90 test olarak ayrılarak performans değerlendirmesi yapılmıştır. Model, sınıflandırmada yüksek doğruluk oranları elde etmiş, ayrıca sıfat ve fiil ağırlıklı kelime analizi ile yorumların dilbilimsel özellikleri de incelenmiştir. Sonuçlar, otomatik duygu analizi sistemlerinin müşteri memnuniyetini ölçmede ve ürün iyileştirmede etkili bir araç olduğunu göstermektedir.

# 

# GİRİŞ

E-ticaretin hızla büyümesiyle, kullanıcı yorumları ürünlerin kalitesini ve müşteri memnuniyetini anlamada önemli bir kaynak haline gelmiştir. Ancak, bu yorumların manuel analizi zaman alıcıdır. Bu nedenle, doğal dil işleme ve makine öğrenimi teknikleriyle otomatik duygu analizi yöntemleri geliştirilmiştir.

Bu projede, Trendyol’dan çekilen ürün yorumları kullanılarak Türkçe metinlerde olumlu, olumsuz ve nötr duygu sınıflandırması yapılmıştır. Yorumlar TF-IDF ile vektörleştirilip Naive Bayes algoritması ile modellenmiştir. Ayrıca, yorumlarda en sık kullanılan sıfat ve fiiller analiz edilmiştir. Proje, e-ticaret platformlarında müşteri geri bildirimlerini hızlı ve etkili şekilde değerlendirmeyi amaçlamaktadır.

,

# LİTERATÜR TARAMA/İLGİLİ ÇALIŞMALAR

Metin sınıflandırma ve duygu analizi, özellikle sosyal medya ve e-ticaret platformlarında kullanıcı yorumlarının değerlendirilmesi açısından yaygın olarak kullanılan doğal dil işleme (NLP) uygulamaları arasındadır. Bu alandaki çalışmalar genellikle kullanıcıların ürünlere yönelik memnuniyet seviyelerini sınıflandırmayı ve müşteri eğilimlerini analiz etmeyi hedeflemektedir.

Örneğin, **Pak ve Paroubek (2010)**, Twitter verilerini kullanarak olumlu, olumsuz ve nötr olarak etiketlenmiş bir duygu analizi veri seti oluşturmuş ve bu verilerle Naive Bayes, SVM ve Decision Tree gibi makine öğrenmesi algoritmalarını karşılaştırmıştır. Bu çalışmada basit metin ön işleme adımları ve n-gram temelli özellik çıkarımı ile makine öğrenmesi modelleri başarılı sonuçlar vermiştir.

Benzer şekilde, **Küçük ve Arslan (2020)**, Türkçe kullanıcı yorumlarını sınıflandırmak için TF-IDF vektörleme ile desteklenmiş Naive Bayes ve Lojistik Regresyon modelleri kullanarak farklı kategorilerdeki ürün yorumlarını analiz etmiş ve en sık geçen kelimelerden anlamlı sonuçlar elde etmiştir. Bu çalışmada da Türkçe'deki dil yapısının sınıflandırma performansına etkisi vurgulanmıştır.

Ayrıca, **Yıldız ve arkadaşları (2022)**, Trendyol gibi Türk e-ticaret platformlarından elde edilen ürün yorumlarını kullanarak Zeyrek morfolojik çözümleyici ile sözcük köklerine inmiş, özellikle fiil ve sıfatların duygu belirlemedeki önemini ortaya koymuştur.

Bu çalışmalardan esinlenilerek yapılan bu projede de Trendyol ürün yorumları kullanılmış, Naive Bayes sınıflandırıcısı ile olumlu, olumsuz ve nötr yorumlar ayrıştırılmıştır. Ek olarak, Zeyrek ile Türkçe sıfat ve fiiller analiz edilerek yorumların daha derinlemesine dilsel yapısı incelenmiştir.

# MATERYAL METOD

Projemde aşağıdaki materyaller ve metotlar kullanılmıştır.

* Proje yazılım dili olarak Python seçtim. Python seçmemdeki en önemli neden bu dilin optimizasyon özelliğiydi.
* Projeyi geliştirme ortamı olarak Pycharm kullanıldı.
* Makine öğrenimi için scikit-learn, FastText gömüleri için fasttext, Türkçe lemmatizasyon için Zemberek, veri işleme için pandas ve NumPy, metin temizleme için re ve NLTK kullanıldı.

**3.1. Veri Kümesi**

Bu çalışmada, Türkiye merkezli bir e-ticaret platformu olan **Trendyol** üzerinden toplanan kullanıcı yorumları kullanılmıştır. Veri setinde her bir ürün yorumu ile birlikte ilgili **1 ila 5 arasında bir yıldız puanı** da yer almaktadır. Kullanıcının belirlediği sayı kadar **yorum** içeren veri kümesinde, her yorumun metin içeriği ve yıldız değerlendirmesi bulunmaktadır.

Yıldız puanları aşağıdaki gibi üç kategoriye dönüştürülmüştür:

* **1-2 yıldız**: Olumsuz (Etiket: 0)
* **3 yıldız**: Nötr (Etiket: 1)
* **4-5 yıldız**: Olumlu (Etiket: 2)

**3.2. Veri Ön İşleme**

Veri temizleme sürecinde:

* Boş yorumlar elenmiş,
* Türkçe karakterler korunarak tüm metinler **küçük harfe dönüştürülmüş**,
* Türkçe stopword (önemsiz sözcük) listesi ile gereksiz kelimeler kaldırılmıştır.

Bu işlem sonrası metinler, **TF-IDF (Term Frequency-Inverse Document Frequency)** yöntemiyle vektörleştirilmiştir. Böylece yorumlardaki önemli kelimelere ağırlık verilerek makine öğrenmesi modelleri için sayısal temsilleri oluşturulmuştur.

**3.3. Sınıflandırma Modeli**

Vektörleştirilen veriler, eğitim ve test olmak üzere **%10 eğitim – %90 test** oranında ayrılmıştır. Sınıflandırma için **Multinomial Naive Bayes (MNB)** algoritması kullanılmıştır. Bu yöntem, özellikle kelime sayımlarına dayalı metin sınıflandırmada yaygın olarak kullanılmakta ve başarılı sonuçlar vermektedir.

Modelin başarımı, **doğruluk oranı (accuracy)** ve **precision, recall, f1-score** gibi ölçütlerle değerlendirilmiştir.

**3.4. Morfolojik Analiz (Zeyrek Kullanımı)**

Yorum metinleri üzerinde ayrıca Türkçe için geliştirilmiş açık kaynaklı bir araç olan **Zeyrek** morfolojik çözümleyici kullanılmıştır. Bu analizde, yorumlardaki **sıfat** ve **fiiller** belirlenerek; kullanıcıların hangi eylemlerden (örneğin “geldi”, “bozuldu”) ve hangi niteliklerden (örneğin “kaliteli”, “kötü”) daha çok bahsettikleri analiz edilmiştir. Her sınıf (olumlu, olumsuz, nötr) için en sık geçen sıfat ve fiiller ayrı ayrı listelenmiştir.

Bu sayede yalnızca sınıflandırma başarısı değil, aynı zamanda dilbilimsel olarak yorumların **anlam odaklı** yapısı da incelenmiştir.

# Deneysel Kurulum ve Sonuçlar

Bu çalışmada Trendyol platformundan alınan kullanıcı yorumları üzerinden üç sınıflı (olumlu, olumsuz, nötr) bir duygu analiz modeli geliştirilmiştir. Modelin başarısını farklı eğitim/test veri oranlarıyla test edebilmek için üç farklı senaryo uygulanmıştır. Kullanılan sınıflandırıcı Multinomial Naive Bayes, vektörleme yöntemi ise TF-IDF’tir. Eğitim-test oranı değiştikçe modelin doğruluk oranı ve sınıflandırma performansları değerlendirilmiştir.

**4.1. Farklı Eğitim/Test Oranlarının Karşılaştırılması**

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Eğitim/Test Oran** | | **Doğruluk (%)** |  | | --- | --- | | **Macro F1-Score** | **Olumsuz (F1)** | **Nötr (F1)** | **Olumlu (F1)** |
| %10 / %90 | 92.6 | 0.87 | 0.92 | 1.00 | 1.00 |
| %30 / %70 | 99.8 | 1.00 | 1.00 | 1.00 | 1.00 |
| %50 / %50 | 99.8 | 1.00 | 1.00 | 1.00 | 1.00 |

| **Eğitim/Test Oranı** | **Doğruluk** | **Macro F1-score** |  |
| --- | --- | --- | --- |
| %10 / %90 | 0.926 | 0.87 |  |
| %30 / %70 | 0.998 | 1.00 |  |
| %50 / %50 | 0.998 | 1.00 |  |

Modelin doğruluk oranı, eğitim verisi miktarı arttıkça belirgin şekilde yükselmiştir. %30 ve %50 oranlarında model neredeyse hatasız çalışmıştır. Bu da Naive Bayes modelinin yeterli örnekle beslendiğinde oldukça yüksek performans gösterdiğini ortaya koymaktadır.

# SONUÇ VE TARTIŞMA

Bu çalışmada, Trendyol’dan elde edilen kullanıcı yorumları üzerinde duygu analizi gerçekleştirilmiş ve Multinomial Naive Bayes algoritması kullanılarak sınıflandırma yapılmıştır. Yorumlar üç ana kategoriye (olumlu, olumsuz, nötr) ayrılmış ve TF-IDF ile öznitelikler çıkarılmıştır. Farklı eğitim/test oranlarıyla yapılan deneyler sonucunda aşağıdaki bulgular elde edilmiştir:

* Eğitim verisi miktarı arttıkça modelin doğruluk oranı da belirgin şekilde yükselmiştir. %10 eğitim - %90 test oranıyla elde edilen %92,6 doğruluk, %50 eğitim oranında %99,8’e kadar çıkmıştır.
* Model, olumlu yorumları neredeyse hatasız sınıflandırırken, olumsuz ve nötr sınıflar arasındaki ayrımda düşük eğitim oranlarında bazı karışıklıklar yaşanmıştır.
* %30 ve %50 eğitim oranlarında precision, recall ve F1-score değerleri tüm sınıflar için 1.00 seviyelerine ulaşmış, bu da modelin yeterli veriyle oldukça başarılı çalıştığını göstermiştir.

**5.1. Avantajlar**

* **Hızlı ve Basit Modelleme:** Naive Bayes algoritması, çok büyük veri setlerinde bile düşük hesaplama maliyetiyle yüksek doğruluk sağlayabilir.
* **Yorumların Etiketlenmesi:** Etiketli veriler üzerinden eğitilen model sayesinde yeni gelen yorumların otomatik etiketlenmesi mümkündür.
* **Yorum Analizi İçin Uygun:** TF-IDF ile birlikte kullanıldığında metin tabanlı veri analizinde oldukça etkili sonuçlar verir.

**5.2. Sınırlamalar**

* **Veri Dağılımı Dengesizliği:** Veri setinde olumlu yorumlar büyük çoğunluğu oluşturduğundan modelin doğruluğu yüksek görünse de az sayıda bulunan nötr ve olumsuz yorumlarda yanılma olasılığı daha yüksektir.
* **İroni ve Alay Anlamlarını Ayırt Edememe:** Model, ironik ya da çok anlamlı cümleleri doğru analiz edemeyebilir çünkü kelime frekanslarına dayanır, bağlamı anlayamaz.
* **Sınırlı Duygu Derinliği:** Üç sınıfla sınırlandırılan duygu etiketlemesi, kullanıcının gerçek hissini tam olarak yansıtmayabilir. Daha ince sınıflamalar (örneğin: öfke, memnuniyet, şaşkınlık) ile daha detaylı analizler yapılabilir.
* **Veri Kaynağına Özgü:** Kullanılan yorumlar yalnızca bir platformdan (Trendyol) alındığı için modelin genelleme gücü sınırlı olabilir.
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